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Abstract
Despite scholars’ admonitions regarding the use of ratios in statistical analyses, the practice is common in management research. This is particularly true in the area of strategic management, where important variables of interest are operationalized as ratios. In this study, we employ simulations to demonstrate the implications of using ratios in statistical analyses. Our simulations illustrate that ratio variables produce inaccurate parameter estimates and can result in lower levels of statistical power (i.e., the ability to uncover hypothesized relationships). We also find that when an independent or a dependent variable is a ratio, the relationship between the independent and dependent variable fluctuates as the dispersion of the denominator changes. These fluctuations occur even when the correlations between the unscaled variables remain exactly the same. We also find that including ratios in models as control variables influences estimates of relationships between focal independent and dependent variables. This is true even when neither the independent or dependent variable is a ratio. We provide several recommendations for researchers who may be interested in avoiding the pitfalls of ratio variables.
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Empirical researchers love ratios—statisticians loathe them.

—Jasienski and Bazzaz (1999, p. 321)

Scholars often use ratios to resolve challenges associated with empirical strategy research (Wiseman, 2009). Statisticians and researchers from an array of diverse disciplines, however, have long highlighted how the use of ratios as variables can confuse understanding regarding the meaning of relationships with and among constructs (Kronmal, 1993; Packard & Boardman, 1988; Pearson, 1896). Moreover, the use of ratios may introduce mathematical complexities that can influence statistical findings in unanticipated ways (Cohen, Cohen, West, & Aiken, 2003).

Wiseman (2009) highlighted the complexities that accompany the use of ratios in strategy research. He reported that 74% of all empirical articles published in Strategic Management Journal in 2007 included ratios. He also performed an extensive qualitative review of the problems associated with ratios and concluded that these problems “call into question 30 years of strategic management research that is largely based on the use of ratios to capture key constructs” (p. 76). Despite Wiseman’s (2009) admonitions, we found that 79% of all empirical articles published in SMJ in 2015 included ratios in the statistical analyses. Importantly, the use of ratios is not limited to research published in SMJ. Indeed, more than two thirds of the articles (excluding meta-analyses and qualitative pieces) in Academy of Management Journal in 2015 used at least one ratio variable. Although the majority of these articles focused on strategy issues, ratios appeared in articles in other areas of management as well.

The primary objective of this article is to vividly demonstrate how using ratios in statistical analyses can result in inconsistent empirical findings that may impede theoretical development. Although Wiseman (2009) provided a conceptual and mathematical review of the problems associated with ratios, the unabated use of ratios suggests perhaps the derivations in his study have not resonated with strategy scholars. We therefore use a series of simulations—which are based on conditions consistent with empirical research in strategy—to investigate the potential differences that occur when ratios are used as dependent, independent, or control variables. Our results illustrate wildly inconsistent parameter estimates across study conditions. Moreover, our simulations allow us to examine the implications of using ratios with respect to statistical power, which also fluctuates dramatically across study conditions. We also hope to convey that it is problematic to interpret meaning from research using ratios, in part, because findings are driven by the dispersion of the ratio’s denominator. This applies to individual studies as well as the aggregated body of knowledge that results from these studies. Indeed, given differences in the dispersion of a ratio’s denominator across studies, inconsistencies in findings across studies are a certainty, and no substantive explanation will resolve them.

We reviewed strategy research involving ratios to guide the design of our simulations. Pearson (1896) introduced a formula to illustrate how changes in the coefficient of variation—a variable’s standard deviation divided by its mean—of numerators and/or denominators may distort reported relationships among ratios (e.g., Jasienski & Bazzaz, 1999). Researchers in other disciplines have used simulations to examine such effects while using small coefficient of variation values of approximately 0.15 (e.g., Dunlap, Dietz, & Cortina, 1997). As we detail later, we surveyed strategy research and found that most variables involved in ratios (e.g., assets, sales, etc.) have coefficients of variation exceeding 1.0, with the highest values approaching 8.0.

The results of our simulations provide three fundamental insights for strategy scholars, though we stress that our results apply to scholars in other areas of management that also use ratios in their statistical analyses. First, reported effect sizes fluctuate dramatically across coefficients of variation in regression models that include ratios as dependent (e.g., return on assets [ROA]) and/or independent (e.g., R&D intensity) variables. The effects changed by over 900% in some cases and actually reversed signs in other cases. In contrast, our baseline models that included only numerators (i.e., no ratios) remained consistent across the different conditions.
Second, the use of ratios with coefficients of variation typically seen in strategy research resulted in lower levels of statistical significance as compared to our baseline models. In other words, the use of ratios can inflate standard errors, which in turn, reduces the likelihood of finding statistically significant coefficients when in fact there are effects to observe. Importantly, our finding that the use of ratios often reduces statistical power directly contradicts Wiseman’s (2009, p. 104) conclusion that by using unscaled variables researchers “are likely to find fewer significant results than you would with ratio measures.” Scholars who may have been discouraged by Wiseman’s suggestion that the use of unscaled variables would be less likely to produce statistically significant results may take heart in our findings, which suggest the opposite is true.

Third, our simulations reveal that the inclusion of a ratio as a predictor influences the estimates and statistical tests associated with other predictors in the model. Regression models that include predictors operationalized with ratios—either independent or control variables—are widespread in strategy research. Our results indicate that the effect size and statistical significance associated with a variable may change substantially when the model also includes another variable operationalized as a ratio, and these changes appear to depend only on the dispersion of the ratio variable’s denominator. Given the ubiquity of control variables in strategy research, perhaps in no other field is this issue so important. Although the study of ratios is quantitative in nature, there are important implications for theoretical development. Strategy researchers have employed ratios to test theoretical perspectives such as dynamic capabilities (e.g., R&D intensity), agency theory (e.g., proportion of outside directors), and the behavioral theory of the firm (e.g., organizational slack). Our results suggest, though, that results of tests of relations among many of these constructs may be driven by variable distributions rather than the hypothesized theorized mechanisms. The implications for theory are not limited to strategy. Indeed, our findings may also apply to other areas of management, such as the study of diversity, where ratios are widely used to measure key concepts (Harrison & Klein, 2007). We hope this article serves as a catalyst toward better empirical tests and, in turn, superior theoretical understanding.

Ratios are used extensively in business and business education, so it is understandable that our message may be met with skepticism. Interestingly, this type of reaction is not limited to strategy scholars. For example, Kronmal (1993, p. 391) lists these common justifications made by statisticians for using ratios despite their understanding of the problematic mathematical properties: “Everyone else uses a ratio,” “The ratio may provide a better model,” “Ratios are simpler,” and “The ratio is the natural quantity of interest.” Although we do not dispute the usefulness of ratios in describing relevant information regarding firm strategies and performance, the point of this article is to highlight unequivocal limitations of ratios in the context of interpreting results of statistical analysis. Ratios may be valuable in benchmarking exercises, but the pitfalls associated with the use of ratios in regression-based statistical analyses are dramatic and inescapable. Using ratios in statistical analyses because everyone else does “sounds like what one hears from a teenager to justify particularly noxious behavior” (Kronmal, 1993, p. 391).

In the end, we are hopeful that our findings will encourage management scholars to limit the use of ratio variables in statistical analyses. Indeed, one of our main findings involves the fact that the use of ratios often reduces statistical power, and this is especially true when the ratio is used as a dependent variable (e.g., ROA, ROS, market-to-book, etc.). In other words, researchers may be more likely to confirm hypothesized relationships that should be confirmed if they are willing to consider easy to implement alternatives to ratio variables that we discuss later.

**Problems With Ratios**

Despite the reliance on ratios by strategy researchers, the literature examining the potential problems associated with ratios enjoys a long history that spans multiple disciplines such as biology (Jasienski & Bazzaz, 1999), anthropology (Smith, 2005), biochemistry (Packard & Boardman, 1988),
physiology (Curran-Everett, 2013), ecology (Liermann, Steel, Rosing, & Guttorp, 2004), and statistics (Kim, 1999). The use of ratios extends to other fields of organizational studies, such as accounting (Brown, Lo, & Lys, 1999) and finance (Lev & Sunder, 1979). Wiseman (2009) provides an accessible overview of these problems. Rather than reproducing Wiseman’s arguments, our intent here is to clarify and supplement them.

**Spurious Relationships Owing to Ratios**

As early as 1896, Pearson began to question the potential spuriousness that results from using ratios. He suggested that transforming data into ratios may result in relationships that might not otherwise exist. Simply stated, he suggested that statistical relationships among ratios might be due to relationships between numerators, relationships between the denominators, or both. Pearson’s concern with ratios stimulated scholars to think about problems associated with using ratios in more complicated analyses such as regression. Perhaps the most well-known example is Neyman’s (1952) illustration of the problems that may occur when using ratios as both dependent and independent variables. His (fictitious) example involved understanding how the presence of storks in a county was correlated with the number of births in a county. Using regression, he found that the number of storks per capita was a significant (and positive) predictor of the number of births per capita. However, when using the number of storks as a predictor of the number of births while controlling for county population, the effect of storks on subsequent births disappeared. In this example, the per capita relationship was driven by the fact that the independent and dependent variables shared the same denominator.

Scholars have also noted that ratios obfuscate the nature of the focal relationship. Kronmal’s (1993) example using body mass index (BMI) as a predictor of waist size illustrates this concern. Kronmal characterized BMI, which measures the ratio of weight to height squared, as “probably the most widely used ratio in medical research” (p. 388). Although the regression showed that BMI is a significant predictor of waist size, Kronmal recognized the difficulty in ascertaining whether the reported effect of BMI was driven by the numerator, the denominator, or both. To answer this question, he ran another regression of waist size on weight and height squared as separate independent variables. He found that “it is principally weight that determines waist size, with the height making a lesser contribution” (Kronmal, 1993, p. 388).

Another intuitive way to understand the issues associated with ratios involves recognizing that a ratio represents the product of the numerator and the inverse of the denominator (Kronmal, 1993). Put differently, the ratio of \( x \) over (or divided by) \( z \) is created by multiplying \( x \) and \( 1/z \). That is, the ratio “\( x/z \)” and the product terms “\( x \times 1/z \)” are mathematically identical. For instance, ROA can be thought of as the product of net income and the inverse of assets (i.e., 1/assets). This simple mathematical restatement provides a vantage point for understanding the underlying complexity of a ratio in the context of multiple regression. As a simple example, consider that operationalizing performance as ROA as an independent variable in a regression model is precisely the same thing as specifying a model with a product term that carries an interaction without entering the lower order terms—net income and 1/assets. Numerous treatments outline requirements for including main effects in models testing interactions (Aiken & West, 1991; Edwards, Lance, & Vandenberg, 2009; Kennedy, 2008). Omitting the main effects from a model that includes interaction terms may create an omitted variable problem, which makes the effects of an interaction difficult—if not impossible—to interpret (Brambor, Clark, & Golder, 2006).

**The Importance of Variable Dispersion: Coefficient of Variation**

While the discussion above highlights general limitations of ratio variables, scholars have also sought to identify factors that explain how and under what conditions ratios are most problematic.
Among the first to focus on this issue was Pearson (1896), who suggested that the correlation between two ratios depends on the dispersion of the numerators and denominators. In this regard, he highlighted the role of the coefficient of variation, which refers to the standard deviation of a variable divided by its mean. The coefficient of variation provides information regarding a variable’s distribution, with higher values representing larger degrees of dispersion. Pearson developed a formula to approximate how the coefficients of variation influence the correlations between ratios. He used this formula to illustrate that the correlation between two ratios may vary based only on the distributions of the numerator and denominator.

Dunlap et al. (1997) employed a series of simulations to examine the accuracy of this approximation. Their simulations revealed that Pearson’s approximation worked well when the coefficients of variation remained small (i.e., approximately 0.15). They also found that the correlations between ratios became more misleading as the correlations between the numerators and denominators increased. Indeed, Dunlap et al. (1997) noted that “there is no way of even estimating the X-Y relationship from correlated ratios without knowing a great deal about the original variables” (p. 191). The primary conclusion of this research is that correlations between ratios depend largely on the variable distributions of the numerators and denominators.

Ratios in Strategy Research

Although strategy scholars have used ratios to address issues such as heteroscedasticity and to study multidimensional constructs, the primary reason they use ratios is to account for firm size (Wiseman, 2009). As Wiseman (2009) pointed out in his review of ratios in strategy research, many variables in financial statements are correlated with firm size. Presumably, then, scholars use indices of firm size in the denominator of a ratio to help scale the numerator for size effects. To this end, scholars have incorporated size as a denominator to create variables such as R&D intensity, return on assets, and several other variables.

To examine how the use of ratios has changed since Wiseman’s survey, we reviewed all articles published in SMJ in 2015. We found that of 99 empirical studies published that year, 78% included at least one ratio. In other words, strategy scholars continue to use ratios since Wiseman’s work. Our review of SMJ articles published in 2015 also provided insight into how researchers used size-based ratios in their analyses. Indeed, strategy research seldom focuses on bivariate associations, and therefore, it is important to consider implications of the positioning of ratios in multiple regression models. Figure 1 provides a Venn diagram that illustrates the extent to which ratios appeared as dependent, independent, and control variables.

Of these 99 empirical studies, we found that 43% included ratios as dependent variables, 50% used ratios as independent variables, and 71% used ratios as control variables. We also found that 40% of empirical articles included ratios on both sides of their statistical models (i.e., a ratio as a dependent variable and a ratio as an independent variable and/or a control variable). In sum, our review revealed that strategy scholars continue to use ratios extensively as dependent, independent, and control variables. As we demonstrate in the descriptions of our simulations, the consequences of using ratios change depending on whether ratios are used to represent dependent, independent, and/or control variables.

Variable Dispersion in Strategy Research

Despite the recognition that the dispersion of the components of a ratio may influence correlations of variables involving ratios, we have very little knowledge of how the dispersion of variables used to create ratios in strategy may influence results of statistical analyses of more complicated models that
management scholars typically employ. The heavy reliance of strategy research on archival data, for instance, may introduce differences in statistical results that may not apply to research on ratios in other fields (Ketchen, Boyd, & Bergh, 2008). In addition, the role of the firm as the unit of analysis may introduce differences in coefficient of variation values that do not apply to research with different units of analysis (Josefy, Kuban, Ireland, & Hitt, 2015).

To gain insight into the potential influence of variable dispersion in strategic management research, we collected data from several sources to examine variables that strategy scholars typically use as numerators or denominators in ratios. We collected data from 2015 for three samples of firms: S&P 500, S&P MidCap 400, and S&P SmallCap 600. For each variable, we calculated the coefficient of variation in each sample and also for the overall population of firms (i.e., S&P 1500). In the “Raw Data” column of Table 1, we report the coefficient of variation corresponding to each variable for the different samples. We also examine how winsorizing at the 1% level, a popular transformation technique in strategy research used to reduce the influence of outliers (e.g., Carow, Heron, & Saxton, 2004; O’Connell & O’Sullivan, 2014), influences coefficients of variation.

Two results in Table 1 warrant elaboration. First, the coefficient of variation varies dramatically across the different variables, samples, and transformations. Whereas several variables that are typically used as numerators and denominators in ratios (e.g., total assets, revenues, and R&D expenditures) have coefficients of variation that exceed 1, other variables (e.g., board size, total equity, and total CEO compensation) have coefficients of variation less than 1. Second, winsorizing influences corresponding coefficients of variation. For example, the coefficient of variation for assets in the S&P 500 sample is 4.9, while it is less than half that value (2.2) for those same firms when the data are winsorized. Although winsorizing may have benefits as it relates to outliers, its effect on the coefficient of variation may influence results associated with models incorporating ratios in ways that have yet to be considered.

Summary

Most prior research on ratio variables conducted in other disciplines focuses on relatively small coefficients of variation (typically, values less than 1) and considers the implications regarding bivariate correlations. Our review of strategic management literature reveals a much wider range of coefficients of variation. Moreover, as we alluded to earlier, analyses in strategy typically involve the use of multiple regression and related techniques where ratios are positioned in a variety of
### Table 1. Coefficients of Variation and Examples of Several Popular Variables Used in Ratios.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Raw Data</th>
<th>Winsorized at 1%</th>
<th>Source</th>
<th>Ratio Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S&amp;P 500</td>
<td>MidCap</td>
<td>SmallCap</td>
<td>S&amp;P 1500</td>
</tr>
<tr>
<td>Assets</td>
<td>4.9</td>
<td>1.4</td>
<td>1.8</td>
<td>3.2</td>
</tr>
<tr>
<td>CEO’s option pay</td>
<td>3.2</td>
<td>1.9</td>
<td>2.0</td>
<td>2.6</td>
</tr>
<tr>
<td>CEO’s total compensation</td>
<td>1.0</td>
<td>0.6</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>Employees</td>
<td>3.4</td>
<td>1.7</td>
<td>4.5</td>
<td>2.4</td>
</tr>
<tr>
<td>Long-term debt</td>
<td>3.5</td>
<td>1.3</td>
<td>1.7</td>
<td>2.2</td>
</tr>
<tr>
<td>Net income</td>
<td>4.4</td>
<td>4.1</td>
<td>7.6</td>
<td>2.6</td>
</tr>
<tr>
<td>Number of directors</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Number of females on the board of directors</td>
<td>1.2</td>
<td>1.4</td>
<td>1.7</td>
<td>0.8</td>
</tr>
<tr>
<td>Number of minorities on the board of directors</td>
<td>0.7</td>
<td>0.7</td>
<td>0.9</td>
<td>0.5</td>
</tr>
<tr>
<td>Number of outsiders on the board of directors</td>
<td>0.3</td>
<td>0.2</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>R&amp;D-expenses</td>
<td>3.5</td>
<td>1.6</td>
<td>1.5</td>
<td>2.2</td>
</tr>
</tbody>
</table>

(continued)
Table 1. (continued)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Raw Data</th>
<th></th>
<th>Winsorized at 1%</th>
<th></th>
<th>Source</th>
<th>Variable</th>
<th></th>
<th>Ratio Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S&amp;P 500</td>
<td>MidCap</td>
<td>S&amp;P 1500</td>
<td>S&amp;P 500</td>
<td>MidCap</td>
<td>S&amp;P 1500</td>
<td>Database</td>
<td>Variable</td>
</tr>
<tr>
<td>Revenue</td>
<td>2.8</td>
<td>1.3</td>
<td>1.3</td>
<td>1.8</td>
<td>1.5</td>
<td>1.2</td>
<td>1.2</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Compustat revt</td>
</tr>
<tr>
<td>Shares outstanding</td>
<td>2.6</td>
<td>0.8</td>
<td>0.7</td>
<td>1.7</td>
<td>1.5</td>
<td>0.7</td>
<td>0.7</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Compustat csho</td>
</tr>
<tr>
<td>Total equity</td>
<td>3.3</td>
<td>0.8</td>
<td>0.8</td>
<td>2.1</td>
<td>1.9</td>
<td>0.8</td>
<td>0.7</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Compustat teq</td>
</tr>
</tbody>
</table>

Return on sales (ROS) and value added per sales (e.g., C.-M. Chen, Delmas, & Lieberman, 2015; Zhao & Murrell, 2016)

Earnings per share (EPS), proportion of blockholder ownership, proportion of institutional ownership (e.g., Chang & Shim, 2015; Judge et al., 2015)

Return on equity (ROE), market-to-book, and debt-to-equity (e.g., Flammer, 2015; Shiu & Yang, 2017)
different ways. Given these differences in the ranges of dispersion and analytic approaches, it is uncertain how the insights and criticisms regarding ratios apply to strategy and the inferences we draw from our data. To address this uncertainty, we develop a series of simulations which we describe in the next section.

Simulations

General Setup

We created a series of simulations with the aim of testing many of the conditions outlined in Figure 1. Our simulations involved two general steps. In the first step, we generated data with characteristics consistent with both existing strategy research and prior simulations (e.g., Certo, Busenbark, Woo, & Semadeni, 2016; Semadeni, Withers, & Certo, 2014). In the second step, we employed different models to examine the results associated with each dataset. The first model we simulated was a baseline condition with no ratios. This model allowed us to establish the true relationships between independent and dependent variables. We then specified the simulation to examine models that include a ratio as either a dependent, independent, or control variable. Finally, we combined these previous studies to examine models including ratios as both dependent and independent/control variables. In the following section, we describe the data generation process, the analytical models used in the various studies, and the results of each simulation.

Data generation. We generated datasets with 1,000 (i) observations containing five variables: y (dependent variable), x1 (independent variable 1), x2 (independent variable 2), z1 (scaling variable also included as a control), and z2 (a variable used to scale the dependent variable). We set the correlations between each of the independent covariates and the dependent variable (y) at 0.15, and we set the correlations between independent covariates at 0.125. The means and standard deviations of all the variables are 1 and 2.5, respectively, but as we explain later, we altered the means of the scaling variables to create different coefficients of variations.

We chose all these parameters because they represent a realistic baseline condition in terms of effect size and variance explained in the overall model (Certo et al., 2016; Cohen, 1992; Semadeni et al., 2014) and are also consistent with organizational research on effect sizes (Bosco, Aguinis, Singh, Field, & Pierce, 2015). We employed extensive sensitivity analyses on all of the parameters and values selected, and our results remain substantively similar regardless of the values we select. For instance, we varied the sample size with values ranging from 500 to 5,000, and our results remained substantively similar.

We will use an example throughout this section to highlight the intuition of this setup. Our models included a dependent variable (e.g., net income [y]) as a function of an independent variable that may be scaled (e.g., R&D expenditures [x1]), an independent variable that remains unscaled (e.g., M&A activity [x2]), and two scaling variables (e.g., total assets [z1] and total equity [z2]). As our simulations progress, we consider ratios calculated from these underlying variables to understand how ratios influence results of statistical analyses.

Simulation conditions. In all of our simulations, we examine how estimates vary based on the coefficient of variation of our scaling variable, z1. To examine results at different coefficients of variation, we could alter either the means or the standard deviations of our scaling variable. Because ordinary least squares (OLS) models examine changes in variance, any changes to the standard deviations of the variables would alter overall model properties such as total variance and variance explained. As a result, we kept the standard deviations of the variables constant while adjusting the variable means. Specifically, we varied the mean of z1 such that the coefficients of variation for this variable ranges from approximately 0.1 to 5, which is consistent with the values listed in Table 1. The coefficients of variation increase in increments of 0.1 from 0.1 through 1 and
in increments of 1 from 1 through 5 (with the exception of the value 2.5, which represents the baseline described in the setup).\textsuperscript{5}

We should note that we performed the same technique across different coefficients of variation of our central independent variable ($x_1$). We did this independent of, and in addition to, changing the coefficients of variation of $z_1$. Doing this does not substantively change our results with respect to dramatic inconsistencies, but the outcomes become remarkably more complex. Although it is important to note that the results we describe below can derive from changes in the coefficient of variation of either the numerator or denominator, we focused solely on the denominator in this article for the sake of brevity, consistency, and ease of interpretation.

\textbf{Data Analysis}

\textbf{Estimator.} We used OLS regression in all of our studies. For each coefficient of variation condition, we ran 1,000 iterations. As we progressed throughout the studies, we examined different combinations of ratios, but in each case we were interested in the properties associated with the coefficients and how they changed with different model specifications and coefficient of variation conditions.\textsuperscript{4}

\textbf{Outcome variables.} Consistent with past research on simulations in strategy (Certo et al., 2016; Semadeni et al., 2014), we relied on two primary outcomes pertaining to the parameter estimates associated with each of our variables. First, $B_{Med}$ represents the median coefficient estimate over 1,000 simulations per condition. Second, $\text{PerSig}$ represents the percentage of simulations in which the model reported a statistically significant coefficient (5\% level). Deviations from the $\text{PerSig}$ represent Type I and Type II errors. Type I errors represent instances when a scholar may find a statistically significant effect when in fact there is no relationship. Type II errors reflect instances when a scholar may not find a statistically significant finding when in fact there is a relationship. Put differently, Type II errors increase as statistical power decreases. Deviations from $B_{Med}$ represent inaccuracy (or bias) in the estimates (Certo et al., 2016).

\textbf{Study 1: Unscaled Dependent, Independent, and Control Variables (No Ratios)}

In this baseline study, we investigate the results of OLS when the dependent, independent, and control variables are unscaled. As we mentioned, we use the example of R&D as a predictor of net income throughout these studies to provide context for how each study varies from the original general setup. In this study, we examine the example of net income ($y_i$) as a function of R&D ($x_{1i}$), M&A activity ($x_{2i}$) and assets as a control variable ($z_{1i}$).\textsuperscript{5} This is displayed in Equation 1:

$$ y_i = a + B_{1}x_{1i} + B_{2}x_{2i} + B_{3}z_{1i} + e_i $$

This approach allows us to understand how model results might vary as the distribution of the scaling variable ($z_1$) changes. As our baseline study, we are interested in the properties of $B_1$ and $B_2$, which estimate the effects of the independent variables on the dependent variable. It is well known that in the context of OLS regression the first derivative of a regression equation represents the marginal effect of an independent variable on a dependent variable (Kennedy, 2008; Wooldridge, 2010). In this example, then, the expected marginal effect of $x_1$ on $y$ (i.e., $\frac{dy}{dx_1}$) is $B_1$. Consequently, we expect this baseline study to produce a parameter estimate that reflects the true relationship between the independent variables and the dependent variable.

\textbf{Results.} In this baseline study, we examined $B_{Med}$ corresponding to both $x_1$ and $x_2$. OLS estimates of $B_{Med}$ corresponding to both $x_1$ and $x_2$ remained consistent at approximately .09 as the coefficient of variation for $z_1$ changed. In addition, the percentage of cases in which the OLS model reported a
significant $B_1$ and $B_2$ remained consistent around approximately 80% as the coefficient of variation for $z_1$ changed. In other words, changes in the coefficient of variation of $z_1$ do not appear to alter parameter estimates or statistical power when the model has unscaled variables (i.e., no ratios).6

**Study 2: Dependent Variable Is a Ratio**

In Study 1, we found that the results of OLS remained consistent across the various coefficient of variation conditions for $z_1$. In the present study, we investigate the effects of using a ratio as a dependent variable. As illustrated in Figure 1, almost half of empirical research in *SMJ* in 2015 includes dependent variables operationalized as ratios. We use the same data generated in Study 1 to estimate the following equation:

$$\frac{y_i}{z_{1i}} = B_1 x_{1i} + B_2 x_{2i} + B_3 z_{1i} + e_i$$

In this study, we focus on the estimate for $B_1$ since this represents the focal independent variable of interest. To provide context, we revisit our prior example of R&D expenditures and net income. In this example, we use total assets ($z_1$) to scale the dependent variable, which equates to using ROA as our dependent variable.

Rewriting Equation 2 helps to illustrate how the relationship between $y$ and $x_1$ may differ from our baseline study:

$$y_i = B_1 z_{1i} x_{1i} + B_2 z_{1i} x_{2i} + B_3 z_{1i}^2 + e_i$$

The first derivative of this equation reveals that the marginal effect of $x_1$ on $y$ is $B_1 z_1$ instead of $B_1$ in our baseline study; the relationship between $x_1$ and $y$ now depends on the value of $z_1$.

It is also important to note that the marginal effects predicted by this equation depend on the assumptions of OLS regression being met, and there is evidence that this is not the case. First, Equation 2' includes product terms that reflect interactions and curvilinear terms while omitting the main effects of the interactions and curvilinearity (e.g., the coefficients for $x_1$ and $z_1$). Researchers in multiple disciplines have highlighted the omitted variable problems that may arise when failing to include lower order terms when examining interactions and curvilinearity (Aiken & West, 1991; Edwards et al., 2009; Kennedy, 2008).

In addition, the equation shows that the error term ($e z_1$) differs from that of our baseline study ($e$). While scholars have noted how the denominator might change the error term and lead to inconsistencies (e.g., Kronmal, 1993; Wiseman, 2009), it has not been recognized that these changes result from potential endogeneity. Specifically, $z_1$ is now a component of the error term and all of the independent variables, which creates this endogeneity (Kennedy, 2008; Semadeni et al., 2014). The results of our simulations illustrate the implications of these factors.

**Results.** Figure 2 and Figure 3 illustrate $B_{Med}$ and $PerSig$ corresponding to $B_1$ when the dependent variable is a ratio. In Figure 2, the estimates for $B_{Med}$ vary drastically as the coefficient of variation of $z_1$ increases. Accordingly, the changes in $B_{Med}$ across the different coefficients of variation of $z_1$ represent inaccuracy and bias in the model. At the same time, Figure 3 shows that $PerSig$ for $B_1$ drops dramatically as the dispersion of $z_1$ increases. In fact, $PerSig$ drops below 10% for coefficient of variation of $z_1$ greater than 0.5. In other words, the power to detect an existing relationship is less than 10% in many situations that are relevant to strategy scholars.

**Study 3: Independent Variable Is a Ratio**

In Study 2, we examined the effects of using a ratio as a dependent variable. In this study, we examine the effects of using a ratio as an independent variable. As shown in Figure 1, about 50% of
empirical articles published in *SMJ* in 2015 include a ratio as an independent variable. We revisit our previous example of R&D expenditures and net income, but for this study we scale the independent variable by assets to create R&D intensity. Using the same data generated in our baseline study we estimated the following equation:

\[ y_i = B_1 \frac{x_{1i}}{z_{1i}} + B_2 x_{2i} + B_3 z_{1i} + e_i \]  

Taking the first derivative of this equation reveals that the marginal effect of \( x_1 \) on \( y \) is now \( B_1 \left( \frac{1}{z_{1i}} \right) \) instead of the marginal effect of \( B_1 \) in our baseline study. Again, however, this approach may violate key assumptions of OLS regression because it includes the product term, \( x_1 \frac{1}{z_{1i}} \). Like Study 2, this model lacks the lower order terms pertaining to this product term (i.e., both \( x_1 \) and \( \frac{1}{z_{1i}} \)), which could
create an omitted variables problem. Our simulations allow us to investigate the implications of this issue in more detail.

Results. Figure 4 shows how the coefficient of variation influences $B_{Med}$ for the scaled independent variable, $B_1$ (e.g., R&D intensity). When the coefficient of variation of $z_1$ is 0.1, $B_{Med}$ is much higher than when the coefficient of variation of $z_1$ is 5. In fact, $B_{Med}$ drops to near zero when the coefficient of variation of $z_1$ is approximately 0.4, and it remains at these low values as the coefficient of variation increases. Figure 5 illustrates a corresponding pattern as $PerSig$ declines dramatically as the coefficient of variation of $z_1$ increases. In fact, this value falls to approximately 7% when the coefficient of variation of assets is 0.5 and remains at low levels as the coefficient of variation increases.
Study 4: Both Dependent and Independent Variables Are Ratios

Studies 2 and 3 illustrate the inconsistencies that may occur when scaling either the dependent or independent variables by another variable. With Study 4, we extend our investigation to examine the effects of using ratios as both independent and dependent variables. According to our review, approximately 30% of empirical studies published in SMJ in 2015 include ratios as both dependent and independent variables (these independent variables were either with or without additional ratios as controls).

Our review of strategy research indicated that the denominators of the independent and dependent variables frequently differed. Consequently, in this study we included both scaling variables, $z_1$ and $z_2$. We then used OLS to obtain estimates of the coefficients and standard errors needed to calculate our outcome variables based on the following equation:

$$y_i = \frac{y_i}{z_2i} = B_1 \frac{x_{1i}}{z_{1i}} + B_2 x_{2i} + B_3 z_{1i} + e_i (4)$$

In this study, we are again interested in $B_1$. We created four different correlations between the two denominators, $z_1$ and $z_2$: 0.25, 0.50, 0.75, and 1.0. In each condition, we kept the coefficients of variation of $z_1$ and $z_2$ identical to ensure our results were driven by different correlations between the denominators and not different dispersions. Extending our prior example, this study involved R&D intensity as the primary independent variable. Using both $z_{1i}$ and $z_{2i}$ allowed us to extend this study to dependent variables with different denominators such as return on equity (ROE), capital intensity, and so on. For this example, we refer to our second scaling variable ($z_2$) as total equity, which means the dependent variable reflects ROE. The two denominators are perfectly correlated in the final condition, similar to contexts in which the same variable is used for both denominators (e.g., ROA and R&D intensity).

Like our prior studies, rewriting this equation can help to better understand the marginal effects of the independent variable in this study:

$$y_i = B_1 \frac{z_2 x_{1i}}{z_{1i}} + B_2 z_2 x_{2i} + B_3 z_{1i} z_{2i} + e_i z_{2i} (4')$$

Taking the first derivative shows that the marginal effect of $x_1$ on $y$ is $B_1 \frac{z_2}{z_{1i}}$ instead of $B_1$, as in our baseline study. Again, however, the ability of OLS to provide unbiased parameter estimates depends on several assumptions, and there is reason to question some of these assumptions. In fact, this equation—which includes ratios as both independent and dependent variables—introduces the problems of both previous studies. Rewriting this equation shows that it now includes product terms that reflect a three-way interaction ($z_2 x_1 z_{1i}$) and two two-way interactions ($z_2 x_2$ and $z_1 z_2$). Because this equation does not include any of the lower-order terms, omitted variable problems could result. Furthermore, Equation 4’ shows $z_2$ is a component of each independent variable and the error term, which results in endogeneity (Semadeni et al., 2014). Our simulations allow us to investigate the implications of these issues.

Results. Figures 6 and 7 show the results when the dependent and independent variables are ratios (as in Equation 4). Because this study involves two denominators, we change our figures slightly from our previous studies. In each figure, we depict how the outcome variable changes across different correlations between the scaling variables. Figure 6 shows that $B_{Med}$ is biased and tends to increase as the coefficient of variation of the denominators increases. PerSig for $B_1$ in Figure 7 shows a similar pattern to $B_{Med}$ in Figure 6.
Our previous studies examined how varying distributions influence analytical results when ratios are used as either the independent and/or dependent variables. In the present study, we extend our analysis to examine how the use of a ratio predictor might influence the estimates for other non-ratio variables in a regression. Indeed, our review of *SMJ* in 2015 reveals that 33% of articles include a ratio as a control variable when the dependent variable is not a ratio.

Returning to our example may help to illustrate the intuition of this study. Suppose that a researcher is interested in investigating the influence of M&A activity (\(x_2\)) on net income while including R&D intensity and assets as control variables. To examine this issue, we use the estimates obtained from Equation 3 in Study 3, which we reproduce for convenience:

\[
y_i = B_1 \frac{x_{1i}}{z_{1i}} + B_2 x_{2i} + B_3 z_{1i} + \varepsilon_i
\]  

\( (3) \)
In Study 3, we found that the use of the ratio influenced $B_1$, but in the present study we investigate the impact on $B_2$. Specifically, we now focus on how estimates for $B_2$ fluctuate across different coefficients of variation for $z_1$, even though $x_2$ remains unscaled. We are also concerned with how the correlation between $x_1$ and $x_2$ influences the estimates for $B_2$. Stated differently, our concern here is whether hypothesized non-ratio variables are innocent bystanders when ratios are included in the model, such as when they are used as controls.

Taking the first derivative of this equation shows that the marginal effect of $x_2$ on $y$ is simply $B_2$. This implies that the marginal effect should remain constant. At the same time, though, the equation lacks the main effects (i.e., $x_1$ and $z_1$) of the product term $(\frac{x_1}{z_1})$, and it is possible that this will influence the error term and, consequently, the parameter estimates. Our simulations will allow us to investigate the implications of these factors in more detail.

**Results.** As shown in Figure 8, $B_2$ is highly dependent on the coefficient of variation for $z_1$, even though $z_1$ is only included in a ratio involving $x_1$. As the coefficient of variation of $z_1$ increases, so too does the estimate for $B_2$. This relationship is accentuated by the correlation of $x_1$ and $x_2$. As the correlation between these two variables increases, $B_2$ also increases at a higher rate. $PerSig$ for $B_2$ in Figure 9 shows a similar pattern to $B_{Med}$ in Figure 8. The estimate for $B_2$ is statistically significant more frequently when the coefficient of variation of assets increases. In addition, $PerSig$ increases at a higher rate when the correlation between $x_1$ and $x_2$ increases.

Comparing these results to those of Study 3 provides intuition underlying these relationships. Study 3’s Figure 4, which used the same equation but examined a different coefficient, shows that the effect of the ratio decreased as the coefficient of variation for $z_1$ increased. This was because $x_1$ was omitted from the model. In this study, though, the reported effect of the non-ratio variable increased, and we suggest that it is because $x_2$ now reflects the variance of the same omitted variable.

**Study 6: When Control and Dependent Variables Are Used as Ratios**

In the previous study, we examined how using a ratio as a control variable might influence the effects of an independent variable on a dependent variable. In this study, we extend the analysis to understand the effects when the dependent variable is also a ratio. According to our review,
approximately 40% of empirical studies included ratios as both control and dependent variables. Again, extending our example may help to illustrate the intuition of this study. Suppose a researcher is interested in investigating the influence of M&A activity on ROA while controlling for a ratio such as R&D intensity. To test this, we use the estimates obtained from Equation 4 in Study 4, which we reproduce for convenience:

$$y_i = B_1 \frac{x_{1i}}{z_{1i}} + B_2 x_{2i} + B_3 z_{1i} + e_i$$  \hspace{1cm} (4)$$

In Study 4 we were interested in $B_1$, but in this study we are interested in how the use of a ratio influences $B_2$. Like the previous study (Study 5), we examine how the correlation between $x_1$ and $x_2$ influences the results.

To understand the marginal effects of the independent variable ($\frac{x_{1i}}{z_{1i}}$) on the dependent variable, it is once again necessary to rewrite the equation, which we reproduce for convenience:

$$y_i = B_1 \frac{x_{1i} z_{2i}}{z_{1i}} + B_2 x_{2i} z_{2i} + B_3 z_{1i} z_{2i} + e_i z_{2i}$$  \hspace{1cm} (4')$$

Rewriting this equation reveals two important points. First, the first derivative with respect to the independent variable ($x_2$) is $B_2 z_2$. Once again, some of the assumptions of OLS are violated. For instance, like Study 2 this equation includes several product terms, but the equation contains none of the associated lower-order terms. Second, like Study 2, the error term is now multiplied by $z_2$. Because $z_2$ is a component of every independent variable, control variable, and the error term, endogeneity is introduced (Semadeni et al., 2014). Our simulations will provide insight regarding the implications of these potential problems.

**Results.** Figures 10 and 11 display results when both a control variable and the dependent variable are ratios. Figure 10 shows $B_{Med}$ for $x_2$ fluctuates drastically as the coefficient of variation of $z_1$ increases. In fact, when the coefficient of variation of $z_1$ approaches 2.5, the $B_{Med}$ for $B_2$ becomes negative. Furthermore, it does not appear as though the correlation between $x_1$ and $x_2$ influences this relationship. Figure 11 displays a more consistent pattern than does Figure 10. $PerSig$ for $B_2$ appears to decrease as the coefficient of variation of $z_1$ increases. This pattern does not change as a function of the correlation between $x_1$ and $x_2$.  

---

*Figure 9. Percentage Significant When a Control Variable Is a Ratio (Study 5).*
Discussion, Implications, and Conclusion

Discussion of the Study Results

We used simulations to illustrate how ratios in regressions introduce complexities that make it difficult to interpret the results associated with theorized relationships. In our baseline study (Study 1), the coefficient estimates and statistical power remained stable as we varied the dispersion of the scaling variable. Each of our subsequent studies, though, illustrates how ratios create inconsistencies in our results. We summarize our findings in Table 2.

**Ratios as dependent variables.** Study 2, in which we examined the effect of using a ratio as a dependent variable, reveals a pattern of results that differ greatly from our baseline study (Study 1). Figure 2 illustrates that the effect size of the independent variable varies wildly as the dispersion of the dependent variable’s denominator increases. At the same time, the percentage of cases in which the model reports a statistically significant relationship nears zero as the dispersion increases (Figure 3). Apparently, as the dispersion of the scaling variable increases, so does the level of Type II errors.

![Plot 1](image1.png)

**Figure 10.** Median Beta When the Control and Dependent Variables Are Ratios (Study 6).
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**Figure 11.** Percentage Significant When the Control and Dependent Variables Are Ratios (Study 6).
Stated more plainly, using ratios as dependent variables can result in an almost complete loss of statistical power.

**Ratios as independent variables.** While the results in Study 2 reveal unstable parameter estimates for the independent variable when the dependent variable is a ratio, the results of Study 3 show a clearer pattern when the independent variable is a ratio. Specifically, Figure 4 shows a clear decrease in the median beta estimate as the dispersion of the denominator increases. Study 3 demonstrates that when using ratios as independent variables, it becomes increasingly unlikely to find statistically significant effects as the dispersion of the denominator increases. Stated differently, in such conditions the likelihood of making Type II errors increases dramatically.

**Ratios as both dependent and independent variables.** Studies 2 and 3 examine the use of ratios as either a dependent or independent variable only, but Study 4 examines ratios as both dependent and independent variables. In this context, we find that the model results in increasing beta coefficients and statistical significance as the dispersion of the denominator increases (even when using different denominators to scale the independent and dependent variables). As shown in Figure 7, the statistical significance is overestimated. As the coefficient of variation increases, models are more likely to report relationships between two variables even when such a relationship does not exist (i.e., Type I error).

**Ratios as control variables.** In Study 5 we shift our focus to examine the impact of using a ratio on the results of another non-ratio predictor, which often occurs when a ratio is used as a control variable. Figures 8 and 9 suggest that as the dispersion of the denominator of a ratio control variable increases, the parameter estimate and statistical significance of the non-ratio predictor increases. Moreover, we find that these inconsistencies become more dramatic as the correlation between the hypothesized variable and the numerator of the control variable increases. Stated differently, the use

### Table 2. Summary of Simulation Results.

<table>
<thead>
<tr>
<th>Study</th>
<th>Key Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study 1: No Ratios</td>
<td>Effect size and percentage significant remain consistent across all CV conditions.</td>
</tr>
<tr>
<td>Study 2: Ratios as DVs</td>
<td>The effect size fluctuates as the CV of the denominator changes. Statistical significance approaches zero as the CV of the denominator increases.</td>
</tr>
<tr>
<td>Study 3: Ratios as IVs</td>
<td>The effect size decreases as the CV of the denominator increases. Statistical significance approaches zero as the CV of the denominator increases.</td>
</tr>
<tr>
<td>Study 4: Ratios as DV and IV</td>
<td>Effect size and statistical significance vary based on the correlation between the denominators of the ratios.</td>
</tr>
<tr>
<td>Study 5: Ratios as Control Variables</td>
<td>As the CV of the denominator of the ratio control variable increases, the effect size and statistical significance of the non-ratio predictor increase. These effects depend on the correlation between the non-ratio predictor and the numerator of the ratio.</td>
</tr>
<tr>
<td>Study 6: Ratios as DVs and Control Variables</td>
<td>Effect size and statistical significance of the non-ratio variable vary dramatically as the CV of the denominator of the ratio control variable increases. The statistical significance of the non-ratio predictor approaches zero as the CV of the denominator of the ratio increases.</td>
</tr>
</tbody>
</table>

Note: These simulations alter only the CVs of the denominators of ratios. The inconsistent results reported herein become even more pronounced when also altering the CVs of the numerators of the ratios.
of ratios in a multiple regression model can increase the potential for Type I errors in the non-ratio predictors, and this increase is further amplified as the correlation between the control and the numerator of the independent variable increases.

**Ratios as both control and dependent variables.** Our final study examined the use of ratios as both control and dependent variables. Figures 10 and 11 suggest that, once again, the dispersion of the denominator influences the coefficient estimates and statistical significance of the non-ratio independent variable. In fact, the results of this study resemble those of Study 2, which examined only dependent variables as ratios. In both cases the coefficient estimates are very erratic, and statistical power approaches zero.

**Rationale for the Findings in Our Studies**

The findings in our studies are not anomalies. Indeed, research on empirical estimation can provide insight to the rationale and intuition for why results change when using ratios in the model (e.g., Cohen et al., 2003; Edwards et al., 2009; Kennedy, 2008). As we highlighted in the discussions of the studies, the use of ratios may violate the assumptions of OLS regression. Put differently, the mathematical derivations of the marginal effect of \( x_1 \) on \( y \) are insufficient to predict parameter estimates when the assumptions of OLS regression are violated.

Although problems created by ratio variables have been studied for over a century, we offer a number of insights regarding implications to regression in contexts of interest to strategic management scholars. For example, Pearson (1896) provided a formula to estimate the correlations between two variables (e.g., \( y, x \)) that are scaled by other variables (e.g., \( z_1 \) and \( z_2 \)) to create ratios.

\[
\begin{align*}
    r_{\frac{z_1}{z_2}} & = \frac{r_{yx_1} v_y v_x - r_{x_1 z_2} v_{x_1} v_{z_2}}{\sqrt{v_{y}^2 + v_{x_1}^2 - 2 r_{x_1 y} v_{y} v_{x_1}}} \sqrt{r_{x_2 z_2}^2 - 2 r_{x_2 z_1} v_{x_2} v_{z_2}} \\
    & \pm \sqrt{v_{z_2}^2 v_{x_2}^2} \\
    & \pm \sqrt{v_{x_1}^2 v_{z_1}^2} \\
    & \pm \sqrt{v_{y}^2 + v_{z_1}^2}
\end{align*}
\]

Our adaptation of this formula, shown in Equation 5, illustrates that the correlation between two variables changes as one (or both) of those variables is scaled. Stated differently, Pearson (1896) showed that two scaled variables can become more or less correlated as the coefficient of variation of the denominator(s) changes. However, we note that the predicted correlations from this formula are not exactly what we find in our simulations. We have two explanations.

First, our simulations involve OLS regressions and not simple correlations. As we illustrated in each study, rewriting the regression equations unmasks complex product terms that are impossible to interpret given the way the models are specified. Indeed, the problems of interpreting product terms that carry interactions without the necessary main effects are well-known (Edwards et al., 2009; Kennedy, 2008). In addition, rewriting equations illustrates the endogeneity that occurs when the dependent variable is a ratio. We show how the denominator becomes a component of every independent variable as well as the error term.

Second, Pearson’s formula originally included higher ordered terms, but he dropped them because he assumed the coefficients of variation (e.g., \( v_y, v_x \), etc.) of the variables would remain small (Dunlap et al., 1997; Pearson, 1896). Our simulated variables mimic popular data often published in strategy research, however, and include coefficients of variation exceeding one.

**Implications for Research in Strategic Management**

Our simulations offer a number of implications for strategy researchers, but we would also point out that our work has implications for scholars in other fields and areas of management—particularly those that use ratios consisting of variables with high coefficient of variation values. Our results
indicate that the dispersion of the denominators can change results, even when the underlying relationships among the unscaled variables remained constant. We also underscore that the effect of ratios extends beyond problems interpreting the effects of the ratio variable itself. Specifically, our results show that using a ratio as a control variable can cause the effect of a hypothesized variable on a dependent variable to change, even when the correlation between the dependent and independent variable of interest remains constant.

It is also important to highlight that our results apply to a wide array of ratios that might be used in strategy research. Given the prominent role of firm size in strategy research, the examples throughout our simulations described firm size as the scaling variable. However, our results apply to all ratios—even those that do not use firm size as the denominator (e.g., proportion of outside directors, price-to-earnings). This point is important to stress, as our review of the literature in Table 1 documents that dispersion varies dramatically across different variables, samples, and transformations.

Although we focus on simulations and empirical results, our studies have important implications for theoretical development. Our results show that relationships involving ratios can change based solely on changes in the coefficients of variation of the variables used in the ratios. This may have a significant impact on replicability and the accumulation of a systematic body knowledge, which is an issue of increasing importance to strategy researchers (Bettis, 2012; Hubbard, Vetter, & Little, 1998). The use of tools to gauge generalizability, such as meta-analyses, for example, would reveal misleading population effects and variability in the effect sizes that would be impossible to explain substantively (Dalton, Daily, Certo, & Roengpitya, 2003; Dalton, Daily, Ellstrand, & Johnson, 1998; King, Dalton, Daily, & Covin, 2004). Nevertheless, a review of these same problems in other disciplines shows that researchers are generally reluctant to believe and/or accept that ratios may impede advances in theoretical understanding. In the field of biology, for instance, Atchley and Anderson (1978, p. 71) state that “any criticism of the use of ratios by biologists elicits a Pavlovian response in some circles similar to that resulting from criticisms of motherhood, America, and apple pie.” Indeed, we acknowledge the difficulty of changing a paradigm regarding how some of the most fundamental constructs in a discipline are operationalized and modeled. Fortunately, there are a number of straightforward and easy to implement solutions to address this issue.

**Recommendations for Strategy Scholars**

**Use unscaled variables/control for scale.** Perhaps the most important recommendation involves focusing on the numerators of the ratios that are used so often in strategy research. We believe strategy research would benefit greatly from focusing on variables such as net income, R&D expenditures, and other strategic variables, while using firm size or other factors that reflect a firm’s scale as separate control variables. Given the inconsistencies that result from analyses involving ratios, a renewed focus on these numerators would allow for more robust findings and successful replications. Scholars would also get a clearer understanding of the effect of the scaling variables themselves. Although raw or unscaled variables in strategy research may introduce heteroscedasticity, most statistical software packages (e.g., Stata, SAS, etc.) allow researchers to account for this property using robust standard errors.

We are also hopeful that by focusing on the numerator, scholars will think more about their theoretical constructs of interest. Variables such as ROA and R&D intensity have become central in strategy. At the same time, though, customers purchase goods and services with currency, not units of ROA. Furthermore, companies pay the salaries of employees with currency and not in percentages of sales. Thinking in these terms may help strategy scholars strengthen the connection between the theoretical construct of interest and the measure used to operationalize it.
**Interactions.** We agree with the contention that interactions can replace ratios (Kronmal, 1993). The use of a scaling variable as a denominator in a ratio represents a somewhat complicated construct. For instance, a researcher might hypothesize that R&D intensity (R&D spending divided by assets) is positively associated with firm performance. This operationalization, however, actually indicates that the relationship between investment in R&D and firm performance depends on firm size. If this truly represents the hypothesis of interest, the appropriate test involves an explicit interaction between R&D and firm size (e.g., R&D spending * assets). This would allow researchers to understand the main effects of R&D and sales on net income, and the interaction would help researchers understand how the relationship between R&D and net income changes as firm size changes.

**Using ratios.** Despite the problems with ratios, we fully understand that some researchers will insist on using them in analyses. Scholars in other fields recognize the distinction between controlling vs. scaling for a variable denoting size (e.g., Smith, 2005). Our simulations show that using unscaled variables is the most effective technique to control for a denominator of interest. When using a ratio as an independent variable, however, it is imperative to include the components of the ratio (i.e., lower order terms) as covariates for proper interpretation (Kennedy, 2008; Kronmal, 1993). If scholars still insist on using ratios, we suggest that, at the very least, they report results of models with unscaled data for purposes of comparison and full disclosure.

It is perhaps most important to report unscaled variables when the researcher has hypothesized an effect of a non-ratio predictor in a model that also includes a control variable operationalized as a ratio. As Study 5 illustrates, the effect of the hypothesized predictor and chances of confirming the hypothesis are inflated as the coefficient of variation increases. In fact, confirming a hypothesis about a non-ratio predictor in a model that also includes a substantive predictor may be virtually guaranteed once the coefficient of variation of the scaling variable reaches a certain level (approximately 0.5 in our simulation).

We should also note that some scholars may suggest that the construct relating the numerator to the denominator is of interest. Research highlights, though, that such ratios only properly control for the denominator when the two variables are strictly proportional (Barnes, 1987; Lev & Sunder, 1979; Sollberger & Ehlert, 2016). Stated differently, strict proportionality exists when the relationship between the numerator and denominator is a straight line that passes through the origin (Sollberger & Ehlert, 2016). When there is error in this relationship or this relationship does not pass through the origin, this assumption is necessarily violated. We cannot think of any commonly used ratios in strategy research that fulfill these criteria.

Wiseman (2009) provided another alternative for scholars considering the use of ratios in their statistical models. In particular, he highlighted how scholars can perform a two-stage process that essentially controls for the effects of a scaling variable without using ratios. The first stage of this procedure is a regression where \( x_1 \) is the dependent variable and \( z_1 \) is the independent variable. Scholars can then store the residuals from the first stage regression, which represent the variance in \( x_1 \) not attributable to \( z_1 \). The second stage of the regression includes these residuals as a substitute independent variable (i.e., instead of \( x_1 \) as the independent variable). The intent of such an approach is to capture variance in the independent variable unrelated to the scaling variable, which provides the benefits of creating a ratio without the detriments (Wiseman, 2009). In supplementary analyses we found that this technique is inferior to simply using unscaled variables, both in bias and efficiency.

**Replications.** In light of our findings, our final suggestion is that the field of strategy needs a series of replications examining important relationships that involve constructs typically expressed as ratios. As we described above, parameter estimates as well as statistical power are a function of the coefficient of variation of the components of the ratios in a regression model, and thus, it is
unclear that results from strategy research involving ratios can be interpreted unequivocally. Replications of empirical models that feature ratios would be valuable to assess the validity of our accumulated knowledge. A good example of this is a study by Bromiley, Rau, and Zhang (2017), which contrasted the effects of R&D expenditures (i.e., unscaled independent variable) and R&D intensity (i.e., ratio independent variable) on firm risk. Perhaps unsurprisingly, they found very different results depending on whether or not R&D was operationalized as a ratio. Our simulations suggest this phenomenon perhaps generalizes to many more constructs beyond R&D. Although theoretical novelty and interestingness are criteria that are often considered to gauge the contribution of a management article, progress in the field of strategy requires replications. It is our hope that editors of the journals that publish articles on strategic management will appreciate the importance of this type of contribution.

Conclusion
Although this article may be quite distressing, there are several reasons why we are optimistic that scholars in management and strategy can and will adapt. First, the alternatives to using ratios we outlined above are remarkably easy to implement. No new training is required. Second, many of our simulations suggest that using unscaled data results in greater statistical power. In many cases, scholars are more likely to find significant effects if they exist when using unscaled data. Third, alternatives to ratios can provide new substantive insights that are crystal clear and practically important. As an example, the implications of results indicating how the level of R&D expenditures influences net income for different sized firms (explicit consideration of interactions between the substantive variable of interest and the scaling variable) are much clearer than results indicating there is an effect of R&D-sales on net income/assets for firms with average levels of assets and R&D expenditures. Finally, using unscaled data should result in findings that are more consistent across studies. This consistency, in turn, will promote the type of knowledge accumulation that will allow the field to mature and increase in practical relevance. In the end, the issues we identified in this article should be viewed not as a dark cloud hanging over the discipline of strategic management, but a bright ray of hope. Our wish is that readers will come to share this sanguine view of our findings and the opportunities that follow.
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Notes
1. Our review also revealed that a majority of these ratios included measures of firm size (e.g., assets, revenues, employees, etc.) as the denominator.
2. In supplementary analyses, we also generated y as a function of the independent covariates. The results are substantively similar.
3. In a supplementary approach, we altered the standard deviation of z1 instead of the mean and the standard deviations of all covariates in proportion to ensure consistent variance explained. The results were substantially similar to those reported here.
4. It is important to note that different estimators used to address the nature of a study’s data (e.g., fixed effects, random effects, two-stage models) do not yield remarkably different results than those we report in this study. In supplementary simulations, we generated nested observations to mimic the properties of panel data
(e.g., firms nested within years). We used this to examine the effects of ratios in fixed or random effects models. We also simulated noncontinuous dependent variables (such as a count) to verify ratios in Poisson, negative binomial, and even probit/logit models produce similar problems.

5. In supplementary analyses, we did not include assets in the model. Including or excluding the scaling variable as a control does not substantively change the results. We retain it as a control for our models since it is correlated with both R&D and net income in our simulations, so excluding slightly inflates the betas and percentage significant owing to omitted variable bias. As a further check to ensure our results are not an artifact of the correlation between the independent and scaling variables, in supplementary analyses we observed similar patterns when the correlation between R&D and assets was .7.

6. In the review process, we included figures to demonstrate the stability of these parameter estimates in the baseline study. Although we omitted these figures from the final article for space reasons, they are available from the authors on request.
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